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Abstract - A new salient object extraction method is constructed by a virtual super pixel (VSP) and global features 

to solve the following crucial problems of the conventional methods: (a) although a threshold to obtain the salient 

region close to ground truth (GT) is set for each image, the rule for setting the threshold is not explicit, and (b) 

although “contrast” is used as an element of the saliency calculation, the contrast does not compare features in 

adjacent regions in spite of the weak effect of a non-adjacent region. In this paper, the salient object region is 

obtained through the following process: (1) extraction of the background regions, (2) calculation of the saliency of 

the segmented region, and (3) unification of low-saliency regions into high-saliency ones. The method is applied to 

the extraction of object regions including important information such as characters and instruction icons in the living 

environment. 
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1. Introduction 
 Region segmentation and salient object extraction are difficult but fundamental technologies for 

image analysis and understanding. Therefore, many methods have been proposed, as reported by Cheng 

D.H. et al. (2001), Ren et al. (2003), Lowe et al. (2004), Itti et al. (1998), and Goferman et al. (2010). 

Even now, these methods are actively studied, as reported by Cheng M.M. et al. (2011), Jiang H. et al. 

(2013), Jiang Z. et al. (2013), Mai et al. (2013), Scharfenberger et al. (2013), Shi et al. (2013), Siva et al. 

(2013), Yan et al. (2013), and Yang et al. (2013). 

 Many objects include important information such as characters and instruction icons in the living 

environment. Artificial visual aids such as optical character recognition (OCR), robots, and cameras 

mounted on cars help detect and understand such information. 

 Recently, many methods for extracting a region close to ground truth (GT) have been presented, as 

follows. 

(1) A saliency aggregation method in which many saliency maps are combined by a machine 

learning method was shown by Shi et al. (2013). 

(2) Region segmentation based on high histogram bin colours and saliency calculations by the 

colour contrast and distance between regions was shown by Cheng M.M. et al. (2011). 

(3) A saliency map that considers background regions was presented in Jiang Z. et al. (2013), 

Jiang H. et al. (2013),Yang et al. (2013), and Mori et al. (2009, 2011a, 2012). 

(4) Region segmentation using colour and orientation histograms in a block (nxn size) and a 

multi-scale watershed method were presented by Yan et al. (2013).  

(5) Region segmentation using top-down information was presented by Jiang Z. et al. (2013). 

 However, two crucial problems need to be solved: 

 (a) Although a threshold to obtain the salient region close to GT is set for each image, the rule for 

setting the threshold is not explicit. 

 (b) Although “contrast” is used as an element of the saliency calculation, the contrast should be 

obtained by comparing features in adjacent regions because of the weak effect of a non-adjacent region, 
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as shown in Figure 1(a). This effect is similar to a picture frame (a border line) that isolates a region from 

its surrounding. Contrast is calculated as the sum of contrasts from all regions multiplied by a distance 

function, except in papers by Jiang H. et al. (2013) and Mori et al. (2011a, 2012).  

 Although Jiang H. et al. (2013) regard the immediately neighbouring regions (adjacent regions), the 

adjacent regions are treated as a single region. That is, the difference between the mean feature value of 

the combined regions and the value of the target region is used as the contrast descriptor. The length 

contacting the adjacent regions is not considered. Therefore, the situation in Figure 1(a) happens when a 

big region has a small contact length, as shown in Figure 1(b). Mori et al. (2011a, 2012) reported a related 

concept, but it was incomplete. 

 The purpose of this paper is to propose a new method close to the abovementioned problems (Section 

2.4.3 for the threshold problem and Sections 2.3 and 2.4.2 for the contrast problem) and to apply the 

method to detect regions including information such as characters and instruction icons. 

 Edge information, which has been presented, for example, by Kundu (1990), Canny (1986), Sobel 

(1990), Fukui (1995), and Yakimovsky (1976), is necessary not only for object recognition, but also for 

saliency calculation because the contrast around the border between regions is one of the main factors of 

saliency. Recently, a new concept named “virtual edge” (VE), which is obtained by separating a block, 

was proposed by Mori et al. (2011b). In this paper, we introduce a new concept named “virtual super 

pixel” (VSP), which is obtained as a by-product of the VE. The VSP is the small region obtained by 

separation of a block. Therefore, the VSP keeps both edge and region characteristics and enables simple, 

high-speed processing without much loss of detail. 

 

 
 

Fig. 1. Saliency effect of the adjacent region. 

(The left central red circle is not salient.) 

 

2. Salient Object Extraction System 
 The process of salient object extraction is shown in Figure 2. Each process is explained in the 

following sections. 

 

2. 1. Extraction of VE and VSP 
 An image is first divided into (nxn)-size blocks. Mean values and standard deviations (S.D.) of the 

colours are calculated and colour α, which has the biggest S.D., is selected. Then each block is divided 

into two small regions, R1 and R2, based on the mean value μα. In the dividing process, the number of 

pixels Ni, the mean value μiξ, and standard deviations σiξ are calculated in region Ri (VSP), where ξ∈{x, y, 

u, v, R, G, B, r, g, b, I}, I=R+G+B, r=R/I, g=G/I, and b=B/I. The coordinates (u, v) are obtained by 90° 

rotation of the (x, y) coordinate system. 
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Fig. 2. Process of salient object extraction.  

 

 VE is defined as a set of edge-like features composed of separability (η), colour difference (Δ), 

boundary location (ex, ey), boundary orientation (θx, θy) and distance (d) between R1 and R2. These are 

defined by equations (1)–(5).  

 

𝜂 = 1 −
𝑁1𝜎1+𝑁2𝜎2

𝑛2𝜎0
                  (1) 

𝛥 = |𝜇2𝑅 − 𝜇1𝑅| + |𝜇2𝐺 − 𝜇1𝐺| + |𝜇2𝐵 − 𝜇1𝐵|            (2) 

(𝑒𝑥 , 𝑒𝑦) =
𝑁1(𝜇2𝑥,𝜇2𝑦)+𝑁2(𝜇1𝑥,𝜇1𝑦)

𝑛2
               (3) 

(𝜃𝑥, 𝜃𝑦) =
(−𝜇2𝑦+𝜇1𝑦,𝜇2𝑥−𝜇1𝑥)

‖(−𝜇2𝑦+𝜇1𝑦,𝜇2𝑥−𝜇1𝑥)‖
               (4) 

𝑑 = ‖(𝜇2𝑥 − 𝜇1𝑥, 𝜇2𝑦 − 𝜇1𝑦)‖               (5) 

 

 The VSP is defined as a set of domain-like features {Ni, μiξ, σiξ} added to the VE. Only the simple 

sum ΣX and the square sum ΣX
2
 of feature X are kept temporally, because the mean value and the S.D. 

are directly calculated from these sums. 

 The concepts of the VE and the VSP are shown in Figure 3. 

 
 

Fig. 3. Image of VE and VSP ( Mori et al. (2011b, 2012) ). 

a. Extraction of VE and VSP 

b. Region segmentation by VSP 

c. Relation matrix among regions 

d. Background extraction 

e. Saliency calculation    Mi=NiρiCi 

f. Unification of regions by inclusion rule 

g. Extraction of salient object 
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2. 2. Region segmentation by VSP 
 The process of region segmentation by the VSP is shown in Figure 4. 

 

 
 

Fig. 4. Process of region segmentation by VSP. 

 

 The region segmentation process is executed through one sequential sweep by the VSP. In this 

process, the VSPs of small regions are combined into a region or separated into different regions 

according to an integration rule that includes the global features of location and colour. The first VSP is 

registered as a seed region and the segmentation process is started. In process (a) of Figure 4, the 

inclusion condition of the VSP for the registered regions (equations (6)–(8)) is checked. Equations (6) and 

(7) use the min/max and the standard deviation to check whether the location of the VSP is included in 

the sphere of influence of the registered region. Equation (8) checks whether the colour of the VSP is 

included in the sphere of influence of the registered region. The corresponding other processes are as 

follows. (b) When no registered region satisfies the inclusion condition, the VSP is added as a new 

registered region. (c) When only one registered region satisfies the inclusion condition, the VSP is 

integrated into the registered region by updating the number of pixels, the min/max values, the mean 

values, and the standard deviations. (d) When multiple registered regions satisfy the inclusion condition, 

the unification condition is tested by applying the similarity described by equation (9). In the case that the 

condition is satisfied, the registered regions are unified. (e) When equation (9) is not satisfied, the VSP is 

integrated into the most similar registered region. 

 

𝜌𝑚𝑖𝑛 − 𝜆 ≦ 𝜌 ≦ 𝜌𝑚𝑎𝑥 + 𝜆 ,                (6) 

𝜇𝜌 − 𝜅𝜎𝜌 − 𝜆 ≦ 𝜌 ≦ 𝜇𝜌 + 𝜅𝜎𝜌 + 𝜆               (7) 

 

 Where ρ∈{x, y, u, v}, k=2, and λ is an expansion factor for the location.  
 
(𝜇𝑟,𝜇𝑔,𝜇𝑏)∙(𝑏𝑟,𝑏𝑔,𝑏𝑏)

‖(𝜇𝑟,𝜇𝑔,𝜇𝑏)‖‖(𝑏𝑟,𝑏𝑔,𝑏𝑏)‖
> 𝑐𝑜𝑠𝜃0   and   𝜇𝐼 − 𝜆𝐼 < 𝑏𝐼 < 𝜇𝐼 + 𝜆𝐼         (8) 

 

 Where ● is the inner product, cos θ0 is the similarity limit for the normalized colour, and λI is an 

expansion factor for the brightness. 
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(𝜇𝑟,𝜇𝑔,𝜇𝑏)∙(𝜇𝑟
′ ,𝜇𝑔

′ ,𝜇𝑏
′ )

‖(𝜇𝑟,𝜇𝑔,𝜇𝑏)‖‖(𝜇𝑟
′ ,𝜇𝑔

′ ,𝜇𝑏
′ )‖

> 𝑐𝑜𝑠𝜃0   and   𝜇𝐼 − 𝜆𝐼 < 𝜇𝐼
′ < 𝜇𝐼 + 𝜆𝐼          (9) 

 Where μr’, μg’, μb’, and μI’ are the mean values of another registered region. 

 

2. 3. Relation matrix between regions 
 The adjacent situation between regions is very important information for calculating the saliency and 

recognizing a salient object from the contour form. An algorithm to obtain the number of adjacent VSPs 

among regions is presented here. 

 In the process of region segmentation, the region number including a VSP is stored as a feature of the 

VSP. Therefore, we know the adjacency between regions by comparing the region numbers in a pair of 

VSPs in a block. The adjacent VSP number is obtained by counting according to the following rules. 

 (Rule 1) Case a≠b (“a” and “b” are the region number stored in VSP in a block)  

 S(a, b)++ and S(b, a)++ 

 (Rule 2) Case a=b & a*≠b* & a≠a* & a≠b* (“*” means a block left, right, up or down) 

 S(a, a*)++, S(a, b*)++, S(a*, a)++, and S(b*, a)++ 

 (Rule 3) Case a=b & a# = b# & a≠a#     (“#” means right of or under a block) 

 S(a, a#)++ and S(a#, a)++ 

 The VSP numbers of regions adjacent to the first region in the Data #1 image (see Figure 6) are 

shown in Figure 5. 

 The adjacent situation among the segmented regions is easily obtained in the proposed method and 

reflected in equation (11), which defines the contrast value of a region. 

 

 
 

Fig. 5.  Example of adjacent VSP numbers (the ordinate is adjacent VSP number S(a,b)).   

 

2. 4. Background, Saliency, and Unification 
 
2. 4. 1. Background 
 The four end regions of the top, bottom, left, and right ends are defined first. The number of VSPs 

included in each end region for each segmentation region is counted. The background region is defined 

according to the following rule: (1) the number of VSPs in the top end is greater than two, (2) the number 

in the right and left ends is greater than two, or (3) the number in the left, right, or bottom ends is greater 

than two and the region centre is not in the central region.  

 
2. 4. 2. Saliency 
 Saliency Mi of a segmentation region i  is defined by equation (10). 

 

𝑀𝑖 = 𝑁𝑖𝜌𝑖𝐶𝑖                    (10) 
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 Where Ni is the number of pixels included in the region, ρi is the density, and Ci is the contrast 

defined by equation (11). 

𝐶𝑖 =
∑

𝑙𝑖𝑘𝜟𝑰𝒊𝒌
𝐼𝑖+𝐼𝑘

𝑚
𝑘=1

𝐿𝑖
                   (11) 

 
 where lik is the number of VSPs in contact between regions i  and k, L is the total number of VSPs in 

contact with region i (S(i,k)=lik) and m is the number of regions contacting  region i. 

 Equation (11) is composed of a popular contrast used in psychology and includes the adjacent length 

lik. It is clear that the abovementioned problem (b) of conventional method, Jiang H. et al. (2013) is 

solved. 

 
2. 4. 3. Region unification and extraction rule of salient object region 
 The regions except the background are arranged in the order of saliency M. The low-saliency regions 

are unified into the higher saliency region according to the inclusion rule (Region unification). 

 The following extraction rule of the salient-unified-object-region is used in this paper: 

(1) Saliency of the most salient region is M0 > λM. The smallest value of saliencies of the most 

salient object in an image (“wolf” in the tenth image in Figure 6) is used as the threshold λM. 

(2) Mi > M0/5 

(3) i < 5 (The magical number 5 or 7 is considered.) 

 This rule answers the abovementioned problem (a) of the conventional method. 

 

3.  Results 
 Examples of extracted salient objects are shown in Figure 6. Regions whose saliency Mi is greater 

than one-fifth of the maximum saliency M0 and a threshold λM (=50), were extracted for up to five regions 

and marked by the colors of white, red, orange, yellow, and green according to the saliency order. 

 

Data #1                        Data#2                         Data#3                          Data#4 

 
Data #5                        Data#6                         Data#7                         Data#8 

 

Data #9                        Data#10                       Data#11                       Data#12 

 

Data #13                      Data#14                       Data#15                       Data#16 

 

Data #17                      Data#18                        Data#19                      Data#20 

 

Data #21 

 
  

Fig. 6. Examples of the salient object regions.  
[Input] [regions] [salient objects] 
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 A comparison with conventional approaches is shown in Figure 7. The presented method was also 

applied to the database “Image-MSRA5000” and some results are shown in Figure 8. The method was 

also applied to the database CSSD composed of 200 images and the residual area of the background, 

which means no threshold, was compared with the GT. The score of the F-measure was about the same as 

those in the case of the best threshold shown in Yan et al. (2013). 

 

input                  

ours                   

colored                

(a)              (b) (c) 

(d) 

 

Fig. 7. Comparison of the conventional methods. 

(a)Jiang H et al.(2013) (b) Shi et al.(2013) (c)Yan et al.(2013) (d) Cheng M.M.(2011) 

 

 

 

 

 
 

Fig. 8. Extraction of characters or instruction icon region in the living environment.   

 

4. Conclusion 
 A new method is proposed to extract salient objects that include important information such as 

characters and instruction icons. The success of our approach is primarily due to the concept of a VSP, the 

contrast based on the adjacent matrix among regions, and the global features in the region segmentation 

process. Object recognition based on the VE and a histogram of the VE is intended as future work. 
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